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’ INTRODUCTION

Protein�protein interactions are ubiquitous in biology, but
the mechanisms of interaction are complex and only moderately
understood. Rational design of new protein�protein interac-
tions may improve our understanding of protein biophysics and
may be used as a tool for developing novel competitive inhibitors,
biosensors, network components, and protein therapeutics.1,2

While directed evolution is a powerful means to generate new
binders, computational design may be used to sample more
sequence space, to choose the binding location, and to choose
the binding orientation for the interaction. Successful binding of
a viral protein target with the desired location and orientation
demonstrates that computational design is emerging as a new
means to generate interactions for applied purposes.3 Other suc-
cesses include redesigning existing interfaces,4�11 grafting known
side chain interaction motifs onto new protein scaffolds,12 pro-
ducing modest-affinity binders de novo (Kd > 100 μM),13,14 and
combining computational design with directed evolution.15,16

The computational approach to interface design remains very
challenging due to sophisticated steric and chemical comple-
mentarity required for interaction, combined with the enormous
conformational sampling required to optimize rigid body, back-
bone, and side chain degrees of freedom. Furthermore, designed
interactions are modeled with atomic-level detail, and slight
modeling inaccuracies can result in no binding, weak binding,
or binding in an unexpected orientation. For example, the work
of Fleishman et al. required 73 yeast-displayed designs to identify

two binders withKd of∼2μM,3 and the work of Karanicolas et al.
led to an alternative binding orientation.16 With these challenges
in mind, we use metal binding sites at a designed interface to
drive association despite modeling inaccuracies, and also to
achieve high affinity and orientation preference in a smaller
andmore tractable protein interface. Interactions betweenmetals
and histidine, cysteine, aspartate, and/or glutamate side chains
are stronger than protein�protein hydrogen bonds or van der
Waals contacts. Thus, suboptimal hydrogen-bonding patterns or
packing at the interface may be overcome by metal-binding
interactions.

Metal-binding sites are an attractive computational design goal
because coordination spheres are well-understood,17�20 protein�
metal interactions are stronger than protein�protein contacts, and
only a handful ofmutations are required. Zinc has a well-established
structural role in protein tertiary and quaternary structure of
naturally occurring proteins,17,21�23 and engineering zinc binding
sites was one of the earliest goals in computational protein design.
Regan and co-workers and Hellinga and co-workers designed
metal-binding sites in proteins 20 years ago.24�27 The field has
matured to designing functional metalloproteins.28 Promoting
quaternary structure using metal-binding sites has been explored
in several variations by theDeGrado lab, including design of diiron-
and porphyrin-mediated helical assemblies.29�32 The Tezcan
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ABSTRACT: Computationally designing protein�protein interactions with high affinity
and desired orientation is a challenging task. Incorporatingmetal-binding sites at the target
interface may be one approach for increasing affinity and specifying the binding mode,
thereby improving robustness of designed interactions for use as tools in basic research as
well as in applications from biotechnology to medicine. Here we describe a Rosetta-based
approach for the rational design of a proteinmonomer to form a zinc-mediated, symmetric
homodimer. Our metal interface design, named MID1 (NESG target ID OR37), forms a
tight dimer in the presence of zinc (MID1-zinc) with a dissociation constant <30 nM.
Without zinc the dissociation constant is 4 μM. The crystal structure of MID1-zinc shows
good overall agreement with the computational model, but only three out of four designed
histidines coordinate zinc. However, a histidine-to-glutamate point mutation resulted in
four-coordination of zinc, and the resulting metal binding site and dimer orientation closely matches the computational model
(Cα rmsd = 1.4 Å).
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group converted intermolecular interactions observed in the
crystalline state (crystal contacts) to solution-state interactions
by placing histidines at the surface to form intermolecular zinc
binding sites.33 This minimalist interface was then computation-
ally optimized to achieve a metal-independent protein�protein
interaction.34 Many designed metal-binding sites in proteins
have been reported,35,36 and given a history of success in this
endeavor, incorporating zinc binding sites at our designed inter-
faces may provide a foothold to computationally design a protein�
protein interaction from scratch.

To test our strategy for metal-mediated protein interface
design, we designed the surface of a monomer scaffold to
symmetrically self-interact in a metal-mediated manner. The
computational design protocol first uses RosettaMatch37,38 to
generate two-residue zinc binding sites on known monomeric
scaffold proteins. These two-residue zinc binding sites on the
monomer become tetrahedral four-residue zinc sites upon simu-
lated dimerization, and symmetric sequence design with back-
bone minimization in Rosetta optimized the protein�protein
contacts.39,40

This symmetric zinc-mediated design approach may be used
as a general strategy to control pharmacokinetic properties of
injected protein therapeutics. As a compelling example, insulin
is secreted as a zinc-mediated hexamer that becomes active only
upon dissociation.41 Metal binding may help minimize the
number of mutations of the active monomer required to achieve
oligomerization. There are also practical incentives to design a
homodimer. In the design stage, enforcing symmetry limits the
vastness of conformational space, and furthermore, an interesting
study proposes that a symmetric complex tends to be lower in
energy than an asymmetric complex.42

Our broader scientific goal is to develop computational
methods for protein interface design, and the specific strategy
discussed here features the design of a symmetric metal-mediated
homodimer. Our success with this exploratory strategy is a step
toward more advanced and reliable protein interface design
methodology for diverse applications in medicine, biotechnol-
ogy, and basic research.

’RESULTS

Computational Approach. To design a de novo metal-
mediated protein interface (Figure 1), we first used Rosetta-
Match to design two-residue zinc binding sites on the surface of
known monomeric protein scaffolds. Each scaffold surface was
divided into patches of approximately 10 residues using a Rosetta
application called SurfaceGroups. Each surface residue was
treated as the center of a surface patch. For each surface patch,
the residue positions were searched by RosettaMatch for
“matches”, residue pairs that can be mutated to histidine or
cysteine to coordinate a zinc ionwith proper coordination distances
and angles as well as histidine dihedrals (Figure S1). Upon enu-
meration of hundreds of thousands of two-residue zinc matches, a
strict geometric evaluation was used to delete those matches with
suboptimal geometry. This evaluation was performed using an-
other Rosetta application called ZincMatchFilter, which sums
deviations from ideal distances, angles, and dihedrals, normalized
by standard-deviation values (Figure S1). The end-result of our

Figure 1. Computational model of MID1 (metal interface design 1).
(A) The scaffold protein for this design is the 46-residue helix-turn-helix
Rab4-binding domain of rabenosyn (PDB code 1YZM). The design is a
symmetric homodimer with two interface zinc sites each coordinated
by four histidines at i, i + 4 positions on each helix. (B) The protein�
protein contacts feature a small hydrophobic core: Met38 interacts with
the equivalentmethionine in the opposingmonomer; likewise, the Tyr41
hydroxyl groups are within hydrogen bonding distance of each other,
and Phe42 packs against the opposing helix. In a top-down view, the top
chain is tan, and the bottom chain is black.

Figure 2. Flowchart of the protocol for the design of the symmetric
metal-mediated interface. In step 1, 600 monomer scaffold surfaces
were scanned for two-residue cysteine/histidine zinc binding sites using
the RosettaMatch algorithm. In step 2, all pairs of two-residue zinc
binding sites for a given scaffold were grafted onto the surface, and
the monomer was converted to a C2-symmetric dimer by rotation
(see Methods section). The second chain was rotated about the zinc�
zinc axis to maintain symmetry while grid-searching the rigid-body
alignment for relief of clashes and proper zinc coordination geometry.
In step 3, symmetric interface design was iterated with symmetric
backbone minimization using Monte Carlo simulated annealing. In
step 4, a large number of design models were filtered on the basis of two
primary metrics: computed binding energy, excluding contribution from
zinc (ΔGbind), and binding energy per unit of interface surface area
(ΔGbind/ΔSASA).
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RosettaMatch runs was 42 000 high-quality two-residue matches
among more than 600 protein scaffolds (PDB codes given in
Supporting Information).
In the second step of the protocol (Figure 2), all pairs of

matches on a given scaffold were combinatorially enumerated
and grafted onto the scaffold surface. In this case, the goal was to
create a dimer with two metal sites at the interface. A symmetric
zinc-mediated dimer was generated by duplicating the twice-
grafted scaffold and then rotating the second chain 180� about an
axis bisecting and orthogonal to the zinc�zinc axis. The result of
this rotation was aC2-symmetric dimer wherematch 1 on chain A
coordinates zinc withmatch 2 on chain B, andmatch 2 on chain A
coordinates zinc with match 1 on chain B. The rotation ignored
backbone clashes, and although the geometry within the indivi-
dual two-residue matches remained constant, the tetrahedral
arrangement of match pairs was typically far from ideal. Thus, to
relieve backbone clashes and improve the tetrahedral angles
about zinc, the second chain was incrementally rotated about the
zinc�zinc axis to maintain symmetry while also exploring one
degree of freedom for rigid body alignment. In the event that an
alignment featured no backbone clashes and good tetrahedral
geometry, this complex was output as a designable starting
structure. Designable starting structures were infrequent, but
the number of designable starting structures was still large due to
the extensive number of match pairs combined with a fine-
grained rotational search. Among 600 scaffolds, 500 000 design-
able starting structures were identified using our Rosetta protocol,
named SymMetalInterface_TwoZN_setup.
All designable starting structures were inputs for the symmetric

interface design step (SymMetalInterface_TwoZN_design), which
iterated three times between sequence optimization and backbone
minimization. During sequence optimization, bias was given to the
native amino acid to limit the number of mutations. These simula-
tions required ∼1 min per starting structure, ∼10 000 CPU hours
total, due to the restriction of binding orientation by the zinc binding
sites, which were constrained during these simulations. Design
models were evaluated using a Rosetta application called Interface-
Analyzer, which computes binding energy (ΔGbind), interface
surface area (ΔSASA, Å2), and binding energy density (ΔGbind/
ΔSASA). Design models with ΔGbind better than �20 Rosetta
energy units (R.e.u.) (ignoring contributions from metal binding)
andΔGbind/ΔSASA better than�0.015 R.e.u./Å2 were considered.
Other metrics included packing quality, number of unsatisfied
hydrogen bonds at the interface, and zinc-coordination geometry.
We also considered the number of mutations and diversity in the
residue composition of the zinc binding sites (histidine/cysteine
combinations). In the end, we chose eight designs to experimen-
tally test. Four of these designs contain two zinc binding sites as
described, and four contain one zinc binding site; these four were
designed using a slightly different setup protocol for step 2, shown in
Figure 2 (see Computational Methods).
The eight designs tested had diverse characteristics (Table S1

and Figure S2): hydrophobicity (four interfaces were predomi-
nantly hydrophobic, two interfaces were predominantly polar,
and two interfaces were mixed hydrophobic and polar); zinc
binding sites (five were 4-Cys, two were 4-His, and one was
2-Cys/2-His); secondary structure (three were helical, two were
helical with loops, one was sheet-to-sheet, one was primarily
loop, and one was mixed with loops, strands, and helices); size
of interface (the largest interface tested was 2430 Å2 with
18 mutations and the smallest was 1230 Å2 with 10 mutations).

Figure 3. Biophysical characterization of MID1. (A) MID1-apo and
MID1-zinc proteins were loaded at 12 mg/ml onto a Superdex-S75
column, and multiple angle light scattering data were collected during
protein elution. Light scattering and refractive index give a calculated
molecular weight of 10�11 kDa, indicating dimer formation. (B)
Thermal denaturation monitored by circular dichroism indicates that
cobalt, zinc, and nickel increase the melting temperature (Tm) from 57
to 70 �C, 81 �C, and 87 �C, respectively. (C) Fluorescence polarization
titration experiments provide estimates of the dimer dissociation con-
stant, Kd, in the presence and absence of metal. Fluorescently tagged
MID1 is diluted to 10 nM to promote a starting monomer state, and
unlabeled MID1 is titrated in the presence or absence of metal;
dimerization increases the fluorescence polarization. To estimate Kd,
the binding curves were fit using an equation describing a homodimer
equilibrium interaction (Supporting Information). Cobalt and zinc
improve the apparent Kd from 4300 nM to 410 nM and <30 nM,
respectively. The wild-type scaffold 1YZM shows no dimerization, and
1YZMwith the four designed histidines (1YZM-4His) binds with aKd of
1400 nM in the presence of 12 μM zinc.
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Biophysical Characterization. Eight designs were expressed
as C-terminal fusions to 6xHis-MBP tags to promote expression
and solubility. Six out of eight designs either suffered from poor
expression or formed higher-order oligomers (Supporting In-
formation Table S2). The design derived from the Rab4-binding
domain of rabenosyn (PDB code 1YZM), a 46-residue helix-
turn-helix scaffold, migrated during size-exclusion chromatogra-
phy with the hydrodynamic radius expected for the 6xHis-MBP-
fusion dimer. The design model has two 4-histidine zinc binding
sites, each histidine coordinates zinc with its ε2 nitrogen, and the
δ1 nitrogens are solvent exposed (Figure 1A).Met38, Tyr41, and
Phe42 on both chains interact to form a small hydrophobic core
with the significant protein�protein contacts in the design
model. Met38 interacts with the equivalent methionine in
the opposing monomer. Likewise, the Tyr41 hydroxyl groups
are within hydrogen bonding distance of each other, and Phe42
packs against the opposing helix (Figure 1B). This design is
named MID1, for metal interface design 1.
MID1 was cleaved from the 6xHis-MBP fusion domain by

TEV proteolysis, and the oligomeric state of MID1 was char-
acterized by size exclusion chromatography (Figure S3) and
multiple angle light scattering (MALS, Figure 3A). The theore-
tical size of the dimer is 10.6 kDa, and MALS indicated a molar
mass of 10.5 kDa and 10.0 kDa for MID1 without metal (MID1-
apo) and MID1 with zinc (MID1-zinc), respectively. Thus,
MID1 forms a dimer at high micromolar concentrations with
and without zinc. For evidence of metal binding, thermally
induced unfolding in the presence and absence of various metals
was monitored by circular dichroism. The midpoint of thermal
unfolding (Tm) of MID1 (57 �C) was similar to 1YZMwild-type
(56 �C). The Tm of reversible unfolding of MID1 increased in
response to equimolar additions of cobalt (70 �C), zinc (81 �C),
and nickel (87 �C) (Figure 3B), suggesting metal-binding events.
Divalent metal ions often bind to the surface of proteins and
mediate nonspecific interactions. In that respect, it is noteworthy
to mention that the Tm of MID1 was not affected when manga-
nese, calcium, magnesium, or iron was added.
The equilibrium dissociation constant for MID1 dimerization

was measured using fluorescence polarization in the presence
and absence of metal. MID1 was recloned with a C-terminal

glycine�cysteine extension for fluorescent dye conjugation.
MID1-GC-Bodipy was diluted to 10 nM in the starting sample,
and unlabeled MID1 was titrated in the absence or presence of
12 μMmetal ion. An increase in polarization was observed, indi-
cating the formation of a higher-molecular-weight complex.
Titration curves were fit to a homodimer equilibrium model
(SI, Supplementary Methods) to obtain estimates for the dis-
sociation constant, Kd. The Kd’s for MID1-apo, MID1-cobalt,
and MID1-zinc are 4300 nM, 410 nM, and <30 nM, respectively
(Figure 3C): zinc binding leads to a >200-fold increase in binding
affinity. With histidines for zinc coordination but without the
designed protein�protein contacts (1YZM-4His), binding oc-
curred with a Kd of 1400 nM (Figure 3C). Thus, zinc binding
alone allows weak association (Kd = 1400 nM), and protein�
protein interaction alone allows weak association (Kd = 4300 nM),
but a combination of zinc binding and protein�protein interac-
tions allows tight binding (Kd < 30 nM).
Structural Validation. Biophysical characterization of MID1

indicated that we had successfully designed a metal-mediated
high-affinity protein�protein interaction using a computational
approach. In order to obtain structural information ofMID1-zinc
by NMR spectroscopy, we nominated the protein as a commu-
nity outreach target of the Protein Structure Initiative (PSI) and
collaborated with the Northeast Structural Genomics Consor-
tium (NESG: http://www.nesg.org; NESG target ID OR37).
We observed only 26 out of the 46 expected polypeptide back-
bone amide peaks in 2D [15N, 1H]-HSQC (Figure S4). Further-
more, only 17 of those could be assigned, that is, Gln6, Gln7,
the polypeptide segment comprising residues 18�31, and the
C-terminal residue Asp46. Residues 18�31 are located in the
helical hairpin and are not part of the designed interface (Figure S4).
Prediction of helical polypeptide segments using the chemical
shift index (CSI43) confirms that the helical hairpin is present in
solution. However, a total of 29 NH moieties, including those
of the interface, are affected by conformational dynamics to an
extent that either broadens lines beyond detection, or prevents
resonance assignment.
The lack of resonance assignments precluded solving the

structure of MID1-zinc by NMR, so we then used X-ray crystal-
lography to determine the three-dimensional structure of MID1

Figure 4. Binding orientation of MID1-apo1/2, MID1-zinc, MID1-cobalt. The crystal structure of MID1-apo (gray) shows two dimer orientations;
neither were predicted. The presence of zinc (cyan) and cobalt (orange) promotes an orientation that resembles the zinc model (tan). The rmsd values
for global alignment and dimer crossing angle comparisons are given in Table 1.
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for comparison to the model that we obtained by computational
methods. We determined six crystal structures (MID1-apo1,
MID1-apo2, MID1-cobalt, and MID1-zinc, MID1-H12E-zinc,
and MID1-H35E-zinc), each using diffraction data to 1.28 Å
resolution or higher (data collection and refinement statistics in
Table S3). MID1-apo1 and MID1-apo2 crystallized in the same
buffer condition but in different crystal forms, with MID1-apo1
containing one molecule in the asymmetric unit, and MID1-apo2
containing twomolecules in the asymmetric unit. In both structures,
the backbone of the helical hairpin is very similar to that in the
1YZM scaffold, indicating that the designed mutations did not
significantly alter the tertiary structure (Figure S5). The two
structures show two possible binding modes for MID1-apo dimer-
ization, with the caveat that small interfaces (∼1000 Å2 in this case)
canbe difficult to distinguish fromcrystal contacts,44 i.e., interactions
that would not be observed free in solution. In both interfaces,
designed side chains form unanticipated hydrophobic contacts and
hydrogen bonds (Figure S6). The dimeric structures ofMID1-apo1
and MID1-apo2 do not resemble the computational model
(Figure 4): rmsd upon alignment of 78 equivalent helical Cα
backbone atoms is 8.6 Å and 7.8 Å, and the crossing angle between
the two chains is different from the model by 74� (Table 1).
Comparing the MID1-apo structures to the MID1-zinc crystal

structure, we observe a zinc-dependent reorientation of the
MID1 dimer that closely resembles the MID1-zinc design model
(Figures 4 and 5A). The zinc atoms are in the designed positions
(Figure 5A, left), the structure aligns to the design model with an
rmsd of 2.5 Å for 78 equivalent Cα backbone atoms representing
helical positions only, and the crossing angle between chains
differs from the model by only 19� (Table 1). Thus, zinc binding
promotes the intended binding orientation. The zinc-mediated
dimer was modeled symmetrically, and although it is not per-
fectly symmetric in the crystal structure, the MID1-zinc dimer is
much more symmetric than the MID1-apo dimers: symmetry
deviation is 0.33 Å with zinc, and 3.98 Å and 2.28 Å without zinc
(Table 1). For reference, symmetry deviation of 0.2 Å is con-
sidered symmetrical.45 Despite these similarities, we found in the
crystal structure that only 3 out of 4 histidines coordinate each
zinc (Figure 5A, center). H35 does not coordinate zinc; the
coordination sphere is instead completed by carboxylates from
either the C-terminal aspartate of a symmetry-related molecule
(Figure S7A) or a tartrate molecule from the crystallization buffer
(Figure S7B). Furthermore, all four histidines were predicted to

coordinate zinc with the ε2 nitrogen, but the structure shows one
histidine coordinates zincwith theδ1 nitrogen (Figure 5A, center,
Supporting Information Table S4). The observed zinc-coordina-
tion arrangement may be responsible for the small deviation in
binding orientation and deviations in atomic-level protein�
protein interface contacts. As designed, Met38, Tyr41, and Phe42
interact at the interface. However, the hydroxyls on Tyr41 are not
within hydrogen bonding distance, and Phe42 on chain A makes
direct contacts with Phe42 on chain B, an interaction that is not
present in the design model (Figure 5A, right).
We hypothesized that repairing the zinc binding site to achieve

four-coordination would improve the agreement of the dimer
structurewith the computationalmodel. To repair the zinc binding
site, the four histidines were individually mutated to glutamate
(H12E, H16E, H35E, H39E) to form 3-His, 1-Glu zinc binding
sites. We chose glutamate instead of aspartate because the side
chain length closely recapitulates the ε2 nitrogen position. Crystal-
lization trials led to structures of MID1-H12E-zinc and MID1-
H35E-zinc. In fact, MID1-H12E does display four-coordination of
zinc; the H12E glutamate mutation causes H35 to participate in
zinc binding. The zinc binding site is accurately modeled
(Figure 5B, center), and the overall orientation closely resembles
the design model, featuring a crossing angle difference of only 8�
and a helical Cα rmsd of only 1.4 Å (Table 1 and Figure 5B, left).
Looking at the side chain interactions, the location of Met38 is
partially accurate and Tyr41 does make a hydrogen bond as
predicted; however, Phe42 is again not modeled correctly
(Figure 5B, right). Phe42 is not accurately modeled due to helix
unwinding, an unpredicted change to the backbone (Figure S9).
The other point mutant that crystallized, MID1-H35E, also

displays four-coordination of zinc, where H35 previously did not
participate in zinc binding. This zinc binding site does not agree
with the original model as well as MID1-H12E (Figure 5C,
center); however, as predicted, Phe42 only contacts the opposing
helix, not its symmetric counterpart (Figure 5C, right). Although
the H12E and H35E mutations add an additional zinc coordina-
tion bond (Figure S10), zinc binding does not thermostabilize
these mutants more than the original MID1 design (Figure 6).
As a second approach to recover the H35 coordination of zinc,

we crystallized MID1 bound to cobalt (MID1-cobalt). Cobalt
prefers six-coordination, and the MID1-cobalt crystal structure
shows that all four histidines do coordinate cobalt with the
ε2 nitrogen, and the octahedral coordination sphere is completed
by the C-terminal aspartate, which wraps around to participate in
the metal binding (Figure S8, center).
Thus, we have observed four different metal-bound structures

of the MID1 dimer: MID1-zinc, MID1-H12E-zinc, MID1-
H35E-zinc, andMID1-cobalt. In all four cases the overall binding
orientation is similar as dictated by the two metal sites, but
variations in side chain packing and helix crossing angles suggest
that there is some plasticity to the designed interface (Figure 7).
In addition to observing varied side chain packing in the four
crystal structures, the absence of NMR peaks for residues at the
dimer interface in the 2D [15N,1H]-HSQC of MID1 indicates
that residues are exchanging between multiple environments on
the NMR time scale. Although side chain positions showed
variability and deviated from the prediction, these residues were
still critical for affinity (compare MID1-zinc and 1YZM-4His +
zinc in Figure 3C), likely due to the increased hydrophobicity of
the design (Figure S11). Taken together, these results suggest
that atomic-level design of side chain�side chain interactions
was not critical in this metal-mediated approach to interface

Table 1. Parameters Describing Homodimer Binding
Orientation

rmsd alignment to

model (Å)a
symmetry

deviation (Å)a,b
dimer crossing angle

differencec

model 0.02 0�
MID1-apo1 8.6 3.98 N/A

MID1-apo2 7.8 2.28 74�
MID1-cobalt 2.2 0.12 17�
MID1-zinc 2.4 0.33 19�
MID1-H12E-zinc 1.4 0.47 8�
MID1-H35E-zinc 2.5 0.33 7�

aCalculated using helical Cα positions. This removed the flexible
termini, as well as the alternative turn conformation in chain B of
MID1-H12E (apparent in Figure 5B, left) due to sterics of crystal
packing. b Sdev < 0.2 Å is considered symmetric. cDimer crossing angles
were computed as described in the Methods section.
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design. Instead, providing roughly complementary nonpolar
surfaces may have been sufficient. This less-stringent approach
to interface design may improve the success rate while also
maintaining affinity and orientation specificity due to metal
binding. Similar observations have been made by Tezcan and
co-workers when using metal to template helix bundle assem-
blies. They found that surface metal sites were sufficient to drive
metal-mediated oligomerization at high protein concentrations
(>100 μM),33 and that subsequent computational redesign of
surrounding residues to be more hydrophobic promoted oligo-
merization at lower protein concentrations.34

’DISCUSSION

We have described the computational design of a metal-
mediated protein�protein interaction, and this result is unique
in several ways. First, we simultaneously engineered the metal-
binding site and the protein�protein contacts, as opposed to the
metal-templating strategy utilized by Salgado et al., where first,
metal-binding sites were incorporated, followed by crystal struc-
ture determination of the resulting low-affinity complex and its
use in rationally redesigning protein�protein contacts in a step-
wise manner.34 Second, we rationally designed toward a certain
binding mode and were able to obtain crystal structures to test
the accuracy of our model: structure determination of a complex

Figure 5. Comparison of the MID1-zinc model to (A) MID1-zinc, (B) MID1-H12E-zinc, and (C) MID1-H35E-zinc crystal structures. Left panel: the
global alignment of zinc-bound dimers, spheres indicate zinc ions. Center panel: the observed zinc-coordination geometry compared to the model.
Right panel: the observed interface side chain contacts compared to the model.

Figure 6. Circular dichroism thermal denaturation of MID1, MID1-
H12E, and MID1-H35E with and without zinc. Despite adding an
additional zinc coordination bond, the H12E and H35E mutations do
not result in increased thermostability in response to zinc.

Figure 7. Superimposition of four metal-bound MID1 crystal struc-
tures. MID1-zinc (cyan), MID1-cobalt (orange), MID1-H12E-zinc
(green), and MID1-H35E-zinc (purple) were aligned by chain A to
the wild-type 1YZM scaffold (gray) to compare the relative orientation
of chain B. (A)Cylinder representations of helices show slightly different
binding orientations for each dimer. (B) Side chain placements are
slightly different for each dimer. Theseminor differences suggest that the
MID1 dimer interface may have plasticity and exchange among multiple
orientations.
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can be an elusive step in characterizing de novo designed inter-
actions.13,14 Third, we achieved the desired orientation: the work
by Karanicolas et al. demonstrates that alternative orientations
can degrade the accuracy of designed interactions.16 Finally, we
achieved high affinity (Kd < 30 nM) using only computational
design, without subsequently optimizing the interaction with
directed evolution techniques: when Fleishman et al. tested 73
computational designs, the two best hits hadKd’s > 2000 nM, and
evolution by yeast display was required to achieve high affinity.3

Our strategy to use metal binding to promote protein inter-
action was chosen to address two major pitfalls caused by
modeling inaccuracies, weak binding and nonspecific binding
orientation. Our strategy was successful: in the absence of metal;
the MID1 design dimerized only weakly and with two types of
nonspecific orientations. In the presence of metal, the desired
binding orientation was achieved with high affinity, despite
minor discrepancies at the atomic level between the computa-
tional model and the crystal structure. Metal binding can thus
improve robustness of computationally designed interactions.

A compelling reason for performing protein design is to
rigorously test our understanding of protein energetics, and by
performing multiple rounds of design coupled with experimental
validation it may be possible to improve understanding. The
crystal structure of MID1 showed that only three of the four
histidines participated in metal binding. This result prompted us
to re-examine the composition of zinc binding sites in the PDB.
Although histidines at positions i and i + 4 on a helix make up a
common zinc coordination motif, a zinc binding site with four
histidine ligands is a rare occurrence. Our own survey of the
Protein Data Bank (SI, Supplemental Methods) revealed that
only 7 out of 1705 zinc binding sites have a 4-histidine arrange-
ment with no instances of an all-helical 4-histidine arrangement.
By contrast, there are 185 instances of 3-histidine 1-aspartate/
glutamate arrangements (SI Table S5). Having a negatively
charged ligand, such as aspartate or glutamate, to coordinate
the metal2+ ion may be more energetically favorable than four
neutral ligands. Interestingly, in both the MID1-zinc and MID1-
cobalt crystal structures, we observe a strong preference for
carboxylate coordination to complete the primary coordination
sphere of a metal2+ ion: all four metal ions are coordinated by a
carboxylate group (Figure S7). The Tezcan group also intended
to engineer 4-histidine zinc binding sites but observed a 3-His/
1-Asp coordination sphere instead.33 These findings prompted
us to repair the MID1 metal binding site by mutating one of the
histidines to glutamate. Indeed, crystal structures of MID1-
H12E-zinc andMID1-H35E-zinc showed the desired tetrahedral
coordination of zinc and the binding orientation ofMID1-H12E-
zinc were very close to our original design model. These results
suggest that future designs should feature zinc sites with 3-his-
tidines and 1-aspartate/glutamate, or 2-histidines and 2-aspar-
tate/glutamates.

Including aspartates and glutamates when designing zinc
binding sites should also allow our interface design protocol to
be applied to more scaffolds. Including aspartates and glutamates
during RosettaMatch simulations more than doubles the number
of potential two-residue zinc matches on a protein surface (59 vs
228 on the 1YZM scaffold), and because matches are paired
combinatorially, having more two-residue zinc binding sites
would greatly increase the number of match pairs (1711 vs
25 878 on the 1YZM scaffold) and the number of designable
starting structures. Thus, this approach should be useful for
designing dimers even when limited to a single scaffold.

We also experimentally tested designs with 4-cysteine sites,
the most common arrangement for zinc coordination (SI Table
S5); however, these designs did not lead to successful dimers but
instead formed higher-order oligomers. While we could not
determine if oligomer formation was due to misfolding or
nonspecific association, we may have been at high risk of
nonspecific association when using cysteines, which are hydro-
phobic, to coordinate zinc at a hydrophobic interface. Previous
studies have shown that homodimeric interfaces tend to be more
hydrophobic than heterodimeric interfaces,46 though perhaps
more polar character would help us avoid high-order nonspecific
oligomerization in future designs.

In conclusion, we have computationally designed a metal-
mediated homodimer with high affinity and orientation prefer-
ence. We have gained important insights to guide future design
efforts; an aspartate/glutamate should accompany histidines in
the coordination sphere, all-atom interface design may not be
necessary with this approach, and designs with 4-cysteine zinc
sites should have more polar character. We will continue to
pursue the design of symmetric metal-mediated protein�protein
interactions because this strategy could be a powerful approach
to modulate the pharmacokinetics of injected protein therapeu-
tics. If activity is observed for a monomer, then metal-mediated
oligomerization could be a means to increase retention and lead
to prolonged activity of the therapeutic protein.

’COMPUTATIONAL METHODS

Identifying Two-Residue Zinc Binding Sites. The computa-
tional design protocol is summarized in the flowchart shown in Figure 2.
The first step in the protocol was to design two-residue zinc binding sites
on scaffold-protein surfaces using RosettaMatch. RosettaMatch38,47

searches residue positions on a fixed backbone for side chains that can
satisfy geometric requirements of an input “transition state”. For a zinc
binding site, the transition state is composed of a zinc atom and
tetrahedrally arranged virtual atoms. Residue types were limited to
cysteine and histidine. Ideal geometries were as follows: distances were
2.33 and 2.05 Å for sulfur�zinc and nitrogen�zinc coordination bonds,
respectively. Angles vertexed at zinc were 109�, angles vertexed at
histidine nitrogens were 125�, and angles vertexed at cysteine sulfurs
were 109�. Histidine dihedrals were measured from zinc�nitrogen�
carbon�carbon for either Nε2 or Nδ1 coordination. Ideal Nε2 dihedrals
were 180�, and ideal Nδ1 dihedrals were 0� (Figure S1). These values
were specified using a zinc transition-state parameter file and a geometric
constraint file (SI, Supplemental Methods). RosettaMatch also requires
inputs for residue positions to search, so the surface of all scaffolds was
divided into patches that were searched independently. Each surface
residue (<16 neighboring residues) was treated as the center of a patch,
and the patch included all of its surface neighbors (Cβ-Cβ distance <10
Å). Despite the geometric constraints that are inputs for RosettaMatch,
the output matches are not all geometrically accurate. Output matches
were thus filtered according to the desired distance, angle, and dihedral
measurements using a Rosetta application called ZincMatchFilter.
Deviations from the ideal measurement were normalized by standard
deviations, so a score <2.0 for a two-residue match is within standard
deviation, on average. Furthermore, two-cysteinematches at consecutive
residue positions were omitted because we did not observe this motif in
natural zinc sites. Command lines and inputs for SurfaceGroups,
RosettaMatch, and ZincMatchFilter are given in the SI, Supplemental
Methods.
Generating Starting Structures with Two Zinc Ions per

Interface. Step 2 in the Rosetta protocol named SymMetalInterface_
TwoZN_setupwas summarized in theComputational Approach subsection
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of the Results section. Additionally, in the two-zinc protocol, dimers with
zinc�zinc distances <10 Å apart were thrown out. The remaining were
rotated by 5� increments about the zinc�zinc axis, thus exploring 72
orientations per 2-residue match pair.
Generating Starting Structures with One Zinc Ion per

Interface. To design interfaces containing one zinc instead of two,
we used a different protocol named SymMetalInterface_OneZN_setup
for generating starting structures. One two-residue match was grafted
onto the scaffold surface, this chain was duplicated, and the duplicated
chain was rotated 180� about an axis that passes through the zinc and is
parallel to the nitrogen�nitrogen vector (if histidines form the metal-
binding site). This rotation results in a square-planar arrangement about
zinc. To achieve two different tetrahedral arrangements, the second
chain was rotated by (90� about an axis that passes through zinc and
bisects the previously mentioned nitrogen�nitrogen pair. Thus, two
symmetric tetrahedral starting structures per match were generated.
Constraints of 2-by-2 residue zinc binding sites leave little freedom for
rigid-body searching. However, alignment was optimized while keeping
the tetrahedral geometry within one standard deviation (15� per angle).
A combinatorial grid-search of +10�, 0�, and�10� rotations about three
orthogonal axes intersecting at the zinc position (giving 27 orientations
per starting dimer) were explored, and orientations without backbone
clashes were accepted as designable starting structures.
Symmetric Protein Interface Design. Symmetry-definition

files describe the symmetry of a complex, and a script within Rosetta
(make_NCS.pl) was used to create symmetry-definition files for all
designable starting structures. A symmetric interface was designed for all
designable starting structures using Monte Carlo simulated-annealing
iterated with gradient-based backbone minimization using the protocols
SymMetalInterface_OneZN_design and SymMetalInterface_Two-
ZN_design. Symmetry is maintained by assigning identical torsion
angles to the side chains and backbones of symmetry-related residue
positions.39,40 Sequence positions were allowed for design only if the
Cβ side chain atomwas within 10 Å of a Cβ atom on the opposing chain,
and the native amino acid was given a bonus weight of 1.5 to limit
mutations. To prevent worsening of zinc binding geometry due to back-
bone minimization, the distances, angles, and dihedrals in the zinc bind-
ing sites were harmonically constrained. Each constraint was given a
weight of 1.0. Simulations were performed using the UNC Topsail
supercomputing cluster.
Design Filtering and Evaluation. To evaluate and rank a large

number of designmodels, binding energy was computed as the energy of
the complex minus the energy of both separated chains. For speed of
calculation, the separated partners were neither repacked nor mini-
mized. Energetic contributions from zinc were not considered in this
calculation. Interfaces with ΔGbind < �20 Rosetta energy units (R.e.u.)
were kept. Evaluations were solely on computed binding energy biases
toward large interfaces, so binding energy per Å2 of interface surface area
(binding energy density, R.e.u./Å2) was also a critical metric. Interfaces
with binding-energy density <�0.015 were kept. With a more manage-
able list of designs, other metrics were considered, such as final zinc
binding geometry, packing quality48 (packing score >0.5), and the
number of unsatisfied hydrogen bonds at the interface (e6). When
making final selections for designs to test, we opted for variety in the zinc
ligands (histidine versus cysteine), and favored designs that required
relatively fewmutations. In the end, we tested four designs from the two-
zinc protocol, and four designs from the one-zinc protocol (SI Table S1).
Symmetry and Crossing Angle Analysis. Symmetry deviation

was calculated as previously described.45 If A and B are two atoms in one
chain, and A0 and B0 are the corresponding atoms in the other chain, then
symmetry deviation (Sdev) was calculated as the average of |distance-
(A, B’)� distance(A’, B)| for all helical Cα carbons. Only helical positions
were considered to avoid consideration of flexible termini and a crystal
packing artifact in chain B of MID1-H12E.

To compare the dimeric crossing angle in ourMID1 crystal structures
with that in the model, first a vector was computed for each helix. This
vector was defined as the vector between the center of the first four
Cα atoms and the center of the last four Cα atoms of the helix. For each
pair of helix vectors (chain A helix 1 with chain B helix 1, chain A helix 1
with chain B helix 2, chainA helix 2with chain B helix 1, and chainAhelix 2
with chain B helix 2), an angle between the two vectors and vector scalar
product was calculated: cos θ = (A 3B)/(AlengthBlength).

Each of the four computed angles was subtracted from the corre-
sponding angle from the zinc model, and a root-mean-square deviation
was obtained. The values for the root-mean-square deviation from the
model are reported in Table 1.

’EXPERIMENTAL METHODS

Gene Synthesis and Cloning, Protein Expression, and
Purification. Genes were ordered from GenScript, optimized for
expression in E. coli with an N-terminal BamHI restriction site, a
C-terminal stop codon, and a C-terminal SalI restriction site. The
pQE-80 L expression vector was altered by adding an N-terminal 6x-
His tag and an MBP fusion with a TEV protease cleavage site (pQE-
H6MBP). Insertion of genes into the pQE-H6MBP vector was con-
firmed by DNA sequencing analysis. Plasmids were transformed into
BL21(DE3) pLysS cells for gene expression. Cells were grown at 37 �C
in LB broth containing 67mg/L ampicillin toOD600 = 0.6�0.8 andwere
then induced with 0.3 mM IPTG. Growth continued at 18 �C for 16 h.
Cell pellets were resuspended in lysis buffer containing 20 mM Tris-
HCl, 100 mMNaCl, 10% (v/v) glycerol, 0.5 mM DTT, 0.5 mM PMSF,
and 1 mM benzamidine. Following sonication, 2 units of RNase and
DNase were added for a 20-min incubation at room temperature
followed by centrifugation at 15 000 rpm for 20 min (Sorvall RC-5B
Plus series). The cleared lysate was subjected to immobilized-metal
affinity chromatography (IMAC) using a Ni-NTA HisTrap HP column
(GE Healthcare) equilibrated with 20 mM Tris, pH 8.0, 100 mMNaCl,
25 mM imidazole (His-column loading buffer). 1 mM DTT and EDTA
were added to the eluted protein, and TEV proteolysis (0.05 mg/mL
TEV) occurred overnight at 4 �C with gentle rotation. The protein was
dialyzed against His-column loading buffer and subjected to IMAC a
second time to remove the cleaved 6xHis-MBP fusion. The flow-through
was supplemented with 1 mM DTT and 1 mM EDTA to eliminate
endogenously bound metal ions and maintain reducing conditions. The
flow-through was concentrated for size exclusion chromatography on a
Superdex-75 column (GE Healthcare, HiLoad 16/60 prep grade).
Appropriate fractions were combined and concentrated (Amicon Ultra,
Millipore). Purity was assessed using SDS-PAGE, and protein concen-
trations were estimated by absorbance at 280 nm using theoretical molar
extinction coefficients.49

Multiple Angle Light Scattering (MALS). Protein sample of
MID1 andMID1-zinc (12 mg/mL) in buffer containing 20 mMMOPS,
pH 6.9, 100 mM NaCl, and 0.2 g/L sodium azide was injected onto a
25-ml Superdex-75 size exclusion column (GE Healthcare) connected
to a multiangle light scattering instrument (DAWN HELEOS II, Wyatt
Technologies) and a refractometer (OPTILAB rEX, Wyatt Tech-
nologies). For both runs, a single elution peak was analyzed using the
ASTRA software package (Wyatt Technologies), giving a molecular
weight calculated on the basis of light scattering and refractive index.
Circular Dichroism. Circular dichroism data were collected on a

JASCO J-815 CD spectrometer with the temperature controlled by a
JASCO Peltier device and water bath. Experiments were performed in a
1-mm cuvette at 25 μM protein concentration in a buffer containing
10 mM MOPS pH 6.9, 25 mM NaCl, and 0.5 mM TCEP. Additions of
metal were equimolar to the protein concentration, 25 μM. Far-UV
scans from 190 to 250 nm of MID1 confirmed the helical character of
MID1. Thermal denaturation of MID1 was monitoring at a wavelength
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of 222 nm to provide estimates of the melting temperature, Tm. The
temperature ramp-rate was 3 �C/min, and data points were taken every
1 �C. Data are reported in units of mean residue ellipticity:

½ θ�MR ¼ θobsðdeg cm2=dmol�1ÞmwðDaltonsÞ
10cðmg=mLÞlðcmÞNres

Fluorescence Polarization. Fluorescence polarization was used
to obtain apparent dissociation constants (Kd) of MID1-apo, MID1-
zinc, and MID1-cobalt. The C-terminus of MID1 was extended with a
glycine�cysteine (MID1-GC) for conjugation of the thiol-reactive
fluorophore Bodipy (507/545)-iodoacetamide (Molecular Probes).
MID1-GC was buffer-exchanged into 50 mM Tris-Cl, pH 7.5, followed
by addition of 1mMTCEP. A 20mM stock solution of Bodipy dissolved
in DMSO was added to 6-fold molar excess of MID1-GC, and labeling
proceeded overnight at 4 �C with gentle inversion. The reaction was
stopped by adding 50 mM BME, followed by centrifugation to remove
free dye. Any remaining free dye was removed by desalting using a PD10
column (GEHealthcare) with buffer containing 50 mMTris-Cl, pH 7.5,
and 5 mM BME. The labeling efficiency was determined by UV�vis
absorption using an extinction coefficient of 69 000M�1 cm�1 (at 508 nm)
for Bodipy. Labeling efficiency of 90% was achieved.

Binding assays were performed using a SPEX FluoroLog-3 instru-
ment (Jobin Yvon Horiba, Edison, NJ). To observe counts greater than
100 000 per second for a 10 nMMID1-Bodipy sample, a cuvette of 1 cm
path length (3 mL volume) was used with slits opened to 10 nm.
Excitation and emission wavelengths were 508 and 545 nm. During the
titrations, each polarization reading was taken as an average of three
measurements with 0.1 s integration, and readings were taken in
triplicate. Data were analyzed to obtain apparent Kd values using a
homodimer equilibrium-binding model (SI, Supplemental Methods).
X-ray Crystallography. For crystallization, MID1 was expressed

and purified as described above and stored at 4 �C in 100 mM
ammonium acetate, pH 7.0, at a concentration of 20 mg/mL prior to
crystallization. For crystallization of MID1-zinc, MID1-H12E-zinc,
MID1-H35E-zinc, or MID1-cobalt, zinc sulfate or cobalt chloride was
added to this MID1 stock solution at equimolar concentration with the

protein. Crystals were obtained by vapor diffusion at 20 �C from hanging
drops with ratios of protein to crystallization solution of 2:1, 1:1,
or 1:2 and with drop sizes of 0.3�2 μL. Crystals generally appeared
within five days and grew to final sizes of up to 300 � 100 � 100 μm3.
See Table 2.

Prior to data collection, crystals were plunged into liquid nitrogen
directly from the crystallization drop, except for MID1-zinc and MID1-
H12E-zinc crystals, which were first dipped into LV cryo oil (Mitegen).
All data sets were collected at beamlines 23IDB or IDD (GM/CA-CAT)
at the Advanced Photon Source (APS), Argonne National Laboratory
(ANL), Argonne, IL. Data were processed using the programHKL2000.50

Structures were determined by molecular replacement with the program
Phaser,51 using the coordinates of a truncated, wild-type scaffold (PDB
code 1YZM) as the search model. Refinement was carried out using the
program Phenix consisting of conjugate-gradient minimization and
refinement of individual anisotropic atomic displacement parameters,
interspersed with manual revisions of the models using the program
Coot.52

For data collection and refinement statistics and a list of residues that
could not be located in the electron density see SI Table S3.
NMR Spectroscopy. Uniformly 13C,15N-labeled MID1-zinc was

generated for NMR studies. An overnight culture of transformed
BL21(DE3)pLysS cells was used to inoculate 6 L of LB broth containing
ampicillin. Cells were grown to an OD600 of 0.6 and were pelleted by
centrifugation at 4000 rpm for 20 min (Sorvall RC-3 series, Thermo
Scientific). The supernatant was removed, and cells were resuspended in
2 LM9minimal media containing 15N-ammonium chloride (1 g/L) and
13C-glucose (2 g/L). After a recovery period (shaking for 1 h at 37 �C),
expression was induced with 0.3 mM IPTG and proceeded overnight at
18 �C. The purification procedure previously described yielded uni-
formly 13C,15N-labeled MID1-zinc. The final yield was a 1.0 mM
solution in a Shigemi NMR tube (buffer: 10 mM MOPS pH 6.9,
25 mM NaCl, 10% D2O).

NMR spectra were recorded at 25 �C on a Varian INOVA 750
spectrometer equipped with a cryogenic probe. A 2D [15N,1H]-HSQC
spectrum was recorded with 1.3 h of measurement time, and two
through-bond correlation G-matrix Fourier transform (GFT) NMR

Table 2. Summary of Crystal Formation: Crystallization Buffer, Solvent Content, Space Group, Cell Parameters, and Resolution

structure crystallization buffer solvent content space group molecules in asymmetric unit Bragg spacing (dmin)

MID1-apo1 0.1 M MES, pH 5.97 22% P212121 1 <0.9 Å

PDB code 3V1A 30% (v/v) PEG 600

7.5% (w/v) PEG 1000

5% (v/v) glycerol

MID1-apo2 0.1 M MES pH 6.0 22% P212121 2 1.2 Å

PDB code 3V1B 30% (v/v) PEG 600

5% (w/v) PEG 1000

10% (v/v) glycerol

MID1-zinc 0.1 M sodium citrate, pH 5.5 30% P212121 2 1.1 Å

PDB code 3V1C 1.25 M ammonium sulfate

0.08 M K/Na tartrate

MID1-cobalt 0.1 M MES, pH 6.0 29% P1 8 1.2 Å

PDB code 3V1D 30% (v/v) PEG 200

10% (w/v) PEG 3000

MID1-H12E-zinc 0.1 M bicine, pH 9.0 27% P212121 2 1.0 Å

PDB code 3V1E 27% (w/v) PEG 3350

MID1-H35E-zinc 0.1 M sodium acetate, pH 4.0 28% P212121 2 1.0 Å

PDB code 3V1F 15% (w/v) PEG 600

10% isopropanol

5% (v/v) glycerol
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experiments53,54 complemented by 3D HNNCO55 were performed
for assignment of the polypeptide backbone and 13Cb resonances
(total measurement time:∼21 h). The spectra were processed and ana-
lyzed with the programs PROSA56 andCARA,57 respectively. Unambiguous
sequence-specific backbone (1HN, 15N, 13Ca, and 13C0) and 13Cb

resonance assignments were obtained only for Gln 6, Gln 7, the poly-
peptide segment comprising residues 18�31 and Asp 46 by using
(4,3)D HNNCabCa/CabCa(CO)NHN and 3D HNNCO.
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